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Motivation & Target

• SIMD processors often suffer from Idle time caused by data transfer & limited 
number of instructions at same time. How can we deal with them ? 

• Introduce DIMD (Dual Instruction Multiple-Data), Torus/Mesh Interconnect, 
and HBM (High Bandwidth Memory) and Memory Hierarchy. 

• Adopt RISC-V as PE(Processing Element)’s ISA that can be utilize matured 
ecosystems for software programming.

• Application range: HPC, AI Computing, and Embedded systems, etc.



Architecture Overview - DIMD

DIMD (Dual Instruction Multiple-Data)
Issue 2 instructions and mask code to all PE at same cycle. 
Then each PE determine which instruction should be executed.
Benefits
Reduce idle time caused by limited number of instructions at SIMD. Effective for stencil computation, FFT, etc.



Architecture Overview / DIMD



HBM : High Bandwidth Memory
BM : Broadcast Memory

Architecture Overview 



NCU : Neighbor Communication Unit
LM : Local Memory
N extension : support inst. corresponding to NCU.









We are pursuing to implement this 
architecture on high-end FPGA, Xilinx 
ALVEO U280.

Estimating we can achieve more than 
400 PEs scale many core processors.
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